
Implementation and evaluation of an 
Ethernet based DAQ for a beam 
telescope

Current status:

Profiling the software using GNU profiler
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Basis

● Inserted code to track the execution times
● Slight performance overhead

● Computing wise
● Memory wise
● Cache interference 

● Two main reports
● Flat profile

● All functions and their executions times

● Call graph
● Execution times structured how the functions are called (tree like)
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Basis

● Report
● Limited to on chip resources (size therefore time)
● Total runtime: around 48 seconds
● Setup:

● Standard start up procedure
● Connect to the two TCP Ports
● Generate data and send it over the data connection
● Ethernet data throughput: 2 Mbps
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Results - Flat profile
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Results - Call graph



08/18/22Daniel Gebhard6

Results - Call graph
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Conclusion

● Slow execution time due to high memory 
demands

● Timeout is not the biggest factor
● The Select function is designed to wait for an 
event, which in turn reduces the memory 
movements

● Sending the data itself is compared to t_select 
cheap
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Future work

● Split the two connection in two threads
● One TCP

● Waiting for incoming requests/data (events)

● One UDP
● Sending data without the TCP Overhead

● Or even further
● Realize the data connection also in UDP but in Hardware

● Some additional tweaks like an higher 
operation frequency or tightly coupled 
memory?
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